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SUPPLEMENTARY NOTE 1

This appendix discusses the generators of a quasi-cylindrical origami tessellation. First, we discuss the ground state
compatibility conditions and their implications that enforce quasi-cylindrical geometries for periodic tessellations.
Second, we discuss the infinitesimal changes to the lattice generators induced by an isometry of the underlying crease
pattern. These results largely follow from Refs. [1, 2].

Zeroth-order Compatibility

Consider an origami tessellation that is periodic in both the sector angles and the dihedral angles, such as that shown
in Supplementary Figure 1(A), with cell indices denoted (n1, n2). We denote the primitive lattice vectors (ℓ1, ℓ2) and

the primitive lattice rotation matrices (S1,S2), with corresponding rotation axes (Ŝ1, Ŝ2) and finite lattice rotation
angles (η1, η2). The lattice rotations are necessarily identical in each cell because they depend exclusively on the
periodic sector angles and dihedral angles. However, the lattice vectors rotate between cells according to the lattice
rotations. For the tessellation to have a unique position and orientation in each cell, the generators must satisfy
the orientation and position compatibility conditions illustrated in Supplementary Figure 1B and Supplementary
Figure 1C respectively:

S1S2 = S2S1, (1)

ℓ1 + S1ℓ2 = ℓ2 + S2ℓ1, (2)

The implication of orientation compatibility in Eqn. (1) is that the lattice rotations are coaxial Ŝ1 = Ŝ2 ≡ Ŝ so
that the lattice vector along the µ lattice direction in the (n1, n2) cell is ℓµ(n1, n2) = Sn1

1 Sn2
2 ℓµ = Sn2

2 Sn1
1 ℓµ, or

any alternating product thereof. The implication of position compatibility in Eqn. (2) is that the sheet has a unique
radius of curvature, which we show by first considering the radii of curvature measured along the two lattice directions
denoted R1 and R2. We define the radius of curvature along a particular lattice direction as the radius of the osculating
circle that connects a point in adjacent cells, which must be constant because of the periodicity in the angles of the
tessellation. The radius is dependent on the point of the cell the osculating circle connects, which is equivalent to the
statement that the lattice vectors are dependent on the choice of the vertex basis vectors. We calculate this radius of
curvature via the geometry of chords (see Fig. 1D, where we illustrate two different radii):

Rµ =
|ℓµ⊥|

2 sin(ηµ/2)
, (3)

where we use the superscript ⊥ to denote the components of the lattice vector in the plane normal to the lattice
rotation axis: ℓ⊥µ ≡ ℓµ − (ℓµ · Ŝ)Ŝ. For the lattice rotations, S⊥

µ , this superscript indicates the rotation within the

plane defined by Ŝ. Since position compatibility in Eqn. (2) enforces
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Supplementary Figure 1. Illustration of the lattice generators and the lattice compatibility conditions. (A) An example quasi-
cylindrical ground state from a geometry that is periodic in the sector angles and the dihedral angles. Each of the four colors
highlights an adjacent cell. (B) Illustration of the orientation compatibility condition imposed on the lattice rotation matrices
S1,2. (C) Illustration of the position compatibility condition imposed on the lattice vectors ℓ1,2 and the lattice rotations. (D)
A top-down view of the tessellation in panel A labeling the lattice rotation angle η, the in-plane components of the lattice
vectors ℓ⊥ and lattice rotations S⊥, and the radii measured from the outermost point Re and the innermost point Ri of the
tessellation.

ℓ⊥2 = (1− S⊥
1 )

−1(1− S⊥
2 )ℓ

⊥
1 (4)

Eqn. (3) yields the same result for either lattice direction R1 = R2 ≡ R. Thus, the ground states of the origami

tessellations we consider form cylindrical sections, with symmetry axis Ŝ and radius R. The self-intersection, or
locking, of these cylindrical sections depends on the number of cells in the tessellation and only special geometries
allow for rigid folding after imposing closure of the cylinder. Lastly, the position of a vertex in cell (n1, n2) with basis
vertex position ri in the unit cell is then given by discrete integration over the path to the vertex:

ri(n1, n2) = Sn1
1 Sn2

2 ri +

n1−1∑
n=0

Sn
1 ℓ1 + Sn1

1

n2−1∑
n=0

Sn
2 ℓ2. (5)

The significance of the compatibility conditions in Eqns. (1, 2) is that this position is path independent. Planar crease
patterns, such as four-parallelogram origami, are a limiting case with infinite radius of curvature 1/R = 0, for which
the lattice compatibility conditions in Eqns. (1, 2) are trivially satisfied and the summation for the vertex positions
in Eqn. (5) are integer multiples of the primitive lattice vectors.
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First-order Compatibility

Consider a linear isometry that changes both the lattice vectors and the lattice rotations, thereby deforming the
quasi-cylindrical geometry. We refer to the change in the lattice vector ℓµ → ℓµ + ∆µ as the lattice displacement
and the change in the lattice rotation Sµ → (1 + Lµ)Sµ as the lattice angular velocity. Since Lµ is a generator of
the rotation group SO(3), it is equivalent to the vector, Ωµ satisfying Lµ,ik = ϵijkΩµ,j , so we use lattice angular
velocity to refer to Lµ and Ωµ interchangeably. In practice, the lattice displacement and the lattice angular velocity
are computed via integration along primitive lattice directions averaged over each nodes in the unit cell. However, we
proceed assuming we are given such a set of ∆µ and Ωµ.

Since linear isometries are compatible along arbitrary paths, they are compatible along paths between cells in
particular. Therefore, the expansion of the lattice orientation and position compatibility conditions in Eqns. (1, 2)
are satisfied to first order:

L1S1S2 + S1L2S2 = L2S2S1 + S2L1S1, (6)

∆1 + L1S1ℓ2 + S1∆2 = ∆2 + L2S2ℓ1 + S2∆1. (7)

From linear orientation compatibility, we equate the in-plane components of the lattice angular velocities by rear-
ranging the terms to L1 − S2L1S

−1
2 = L2 − S1L2S

−1
1 . In this form, each lattice angular velocity appears once on its

own and once under the similarity transformation of the transverse lattice rotation. Therefore, the components of the
lattice angular velocity in the plane normal to the ground state lattice rotation axis satisfy an identical relationship
to that of the ground state lattice vectors in Eqn. 4:

Ω⊥
2 = (1− S⊥

1 )
−1(1− S⊥

2 )Ω
⊥
1 . (8)

The change in the lattice rotations specify a change in the lattice rotation axis that, by definition, must be invariant
under the new lattice rotations (1+Lµ)Sµ(Ŝ + δŜµ) = Ŝ + δŜµ, where δŜµ ⊥ Ŝ. Therefore, the change in the lattice
rotation axis satisfies:

δŜ⊥
µ = (1− S⊥

µ )
−1(LµŜ)

⊥. (9)

The implication of Eqn. (8) from first-order orientation compatibility is that the change in the lattice rotation axis

is the same in both directions and the lattice rotations stay coaxial to first order δŜ1 = δŜ2 ≡ δŜ. As for first-
order position compatibility, we again have that the projection onto the rotation axis provides no constraints after
orientation compatibility is accounted for. However, the in-plane components yield a nontrivial relationship between
the lattice stretches and the lattice angular velocity,

∆⊥
2 = (1− S⊥

1 )
−1

(
(1− S⊥

2 )∆1 + (L1S1ℓ2)
⊥ − (L2S2ℓ1)

⊥
)
, (10)

which depends explicitly on the axial components of both the lattice vectors and lattice angular velocities, distinguish-
ing first-order position compatibility from zeroth-order position compatibility. Expanding the radius of curvature in
Eqn. (3) yields two contributions:

δRµ =
δ|ℓ⊥µ |

2 sin(ηµ/2)
− Rµ

2
cot(ηµ/2)δηµ, (11)

where the change in the lattice rotation angle is the axial component of the lattice angular velocity δηµ = Ω∥
µ ≡

(Ωµ · Ŝ)Ŝ, with the superscript ∥ denoting the axial component. We compute the first-order change in the magnitude
of the in-plane component of the lattice vector to be the difference between the in-plane component of the lattice
stretch and the rotation of the axial component of the initial lattice vector into the plane:

δ|ℓ⊥µ | =
1

|ℓ⊥µ |
ℓ⊥µ ·

(
∆⊥

µ − δŜ|ℓ∥µ|
)
. (12)
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This illustrates the importance of the axial components appearing in position compatibility. Indeed, direct calculation
shows that imposing position compatibility ensures δR1 = δR2 ≡ δR and we conclude that any compatible uniform
mode retains the cylindrical structure of the ground state while changing the rotation axis and the radius of curvature.
This result is compatible with the analysis of Refs. [1, 2], which is distinct from the analysis for parallelograms. In the
latter case, first-order orientation compatibility is trivially satisfied which allows for isometries that generate different
radii of curvature along the two lattice directions and therefore represent non-cylindrical deformations. However, such
modes are incompatible to second-order and therefore require spatial heterogeneity.

Coarse-grained embedding

We show the coarse-grained geometry still adopts a cylindrical embedding. Suppose that after averaging, the
primitive lattice vectors are ℓ1 = ℓ1x̂ and ℓ2 = ℓ2ẑ. From our definitions in the main text, the coarse-grained
quantities are:

t1 = ℓ1 cos
(η
2

)
x̂− 1

2
ℓ1 sin ηŷ, (13)

t2 = ℓ2ẑ, (14)

∂1t1 =
1

2
ℓ1 sin

2 ηx̂+ ℓ! cos
(η
2

)
sin ηŷ, (15)

n̂ = − sin
(η
2

)
x̂− cos

(η
2

)
ŷ. (16)

In the lattice coordinates, the first fundamental form components are I11 = ℓ21 cos
2
(
η
2

)
and I22 = ℓ22. Since the radius

is R = 1
2ℓ1 csc

(
η
2

)
we have I11 = R2 sin2 η from which we conclude J1φ = 1/ sin η so that Iφφ = R2 and similarly

that I22 = h2 enables us to conclude that J2z = 1/h so that Izz = 1. The second fundamental form component is
II11 = −ℓ1 cos

(
η
2

)
sin η = −R sin2 η from which we conclude Iφφ = −R after using the Jacobian for the coordinate

transformation. Thus, the cylindrical nature and the orthogonality of the lattice is sufficient to ensure our coarse
graining yields a cylindrical embedding. We acknowledge that this is not apparent if the lattice is non-orthogonal,
which is the case for more generic quadrilateral faces.
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SUPPLEMENTARY NOTE 2

We consider a continuous cylindrical surface with the ground state embedding:

X(φ, z) = R cosφx̂+R sinφŷ + zẑ, (17)

where R is the radius of curvature and (φ, z) are the surface coordinates. We use the subscripts µ and ν to denote the
surface coordinates and compute the tangent vectors (tµ = ∂µX), the normal vector n̂ = tφ × tz/|tφ × tz|, the first
fundamental form with components (Iµν = tµ · tν), the second fundamental form with components (IIµν = n̂ · ∂µtν),
and the shape operator S = III−1:

tφ = −R sinφx̂+R cosφŷ, (18)

tz = ẑ, (19)

n̂ = −ŷ, (20)

I =

(
R2 0
0 1

)
, (21)

II =

(
−R 0
0 0

)
, (22)

S =

(
− 1

R 0
0 0

)
. (23)

The eigenvalues and eigenvectors of the shape operator (Sv̂ = κv̂) specify the principal curvatures and principal
directions, respectively. For the shape operator in Eqn. (23, these are:

κ1 = − 1

R
, v̂1 =

(
1 0

)
, (24)

κ2 = 0, v̂2 =
(
0 1

)
. (25)

Thus, the trace and determinant of the shape operator respectively determine the mean curvature and Gaussian
curvature:

H =
1

2
tr(S) = − 1

2R
, (26)

K = det(S) = 0. (27)

Given the ground state in Eqn. 17, we consider the infinitesimal change (denoted with the prefix δ) to the vector
field:

δX(φ, z) = A(φ, z)(cosφx̂+ sinφŷ) +B(φ, z)(− sinφx̂+ cosφŷ) + C(φ, z)ẑ, (28)

where A, B, and C determine the deformation in the radial, azimuthal, and axial directions, respectively. It follows
from the definitions above that the tangent vectors, first fundamental form, second fundamental form, and shape
operator change to first order in δ by the respective amounts:

δtφ =
(
(∂φA−B) cosφ− (A+ ∂φB) sinφ

)
x̂(

(A+ ∂φB) cosφ+ (∂φA−B) sinφ
)
x̂+ ∂φCẑ,

(29)

δtz = (∂zA cosφ− ∂zB sinφ)x̂

+ (∂zA sinφ+ ∂zB cosφ)x̂+ ∂zCẑ,
(30)

δI =

(
2R(A+ ∂φB) R∂zB + ∂φC)
R∂zB + ∂φC) 2∂zC

)
, (31)

δII =

(
∂2φA−A− 2∂φB ∂φ∂zA− ∂zB
∂φ∂zA− ∂zB ∂2zA

)
, (32)

δS =
1

R2

(
A+ ∂2φA R(∂φC +R∂φ∂zA)

∂φ∂zA− ∂zB R2∂2zA

)
(33)
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.
Importantly, the diagonal components of Eqn. (31), which correspond to the strains εφφ and εzz do not appear in
Eqn. (33). We use Eqn. (33) to determine the infinitesimal change in the principal curvatures and principal directions:

δκ1 =
1

R2
(A+ ∂2φA), δv̂1 =

1

R

(
0 ∂zB − ∂φ∂zA

)
(34)

δκ2 = ∂2zA, δv̂2 =
(
∂φC +R∂φ∂zA 0

)
. (35)

The corresponding changes to the mean and Gaussian curvature are:

δH =
1

2R2
(A+ ∂2φA+R2∂2zA), (36)

δK = − 1

R2
∂2zA. (37)

Since we are interested in the continuum approximation of the homogeneous isometries in quasi-cylindrical origami,
the solution must stay cylindrical [1, 2], i.e. the solutions have zero Gaussian curvature. Hence, we require ∂2zA = 0
so that Eqn. (37) vanishes. Consequently, the radial scalar field must take the form A(φ, z) = A0(φ) + zA1(φ). This
simultaneously ensures that the change in the second principal curvature in Eqn. (35) is always zero to first order in
the deformation.

We first look for solutions to the breathing mode that we define to change the first principal curvature, but not the
two principal directions. This imposes the three conditions:

A+ ∂2φA = δR, (38)

∂zB − ∂φ∂zA = 0, (39)

∂φC +R∂φ∂zA = 0. (40)

We generally find sinusoidal solutions to the condition in Eqn. (38) for A0 and A1, but since we restrict ourselves
to homogeneous deformations we determine A0 = δR and A1 = 0. Since A1 = 0, the second condition in Eqn. (39)
requires ∂zB = 0 and the third condition in Eqn. (40) requires ∂φC = 0. This implies we haveB = B(φ) and C = C(z).
We determine these scalar fields based on the in-plane strain of the surface to conclude B(φ) = φ

(
εφφ/(2R) − δR

)
and C(z) = zεzz/2. The corresponding deformation field is written:

δX =
(
δR cosφ− 1

2R
φ(εφφ − 2RδR) sinφ

)
+

(
δR sinφ+

1

2R
φ(εφφ − 2RδR) cosφ

)
ŷ +

1

2
zεzz. (41)

We next look for solutions to the shearing mode that we define to change the principal directions but not the
principal curvatures. This imposes the three conditions:

A+ ∂2φA = 0, (42)

∂zB − ∂φ∂zA = Rσ1, (43)

∂φC +R∂φ∂zA = Rσ2. (44)

Again, we generally find sinusoidal solutions to the condition in Eqn. (42 for A0 and A1, but restrict ourselves to
homogeneous deformations and this time we determine A0 = A1 = 0. Therefore, the second condition in Eqn. (43)
requires ∂zB = Rσ1 and the third condition in Eqn. (44) requires ∂φC = Rσ2, where we take σ1 and σ2 to be constant.
This implies we have B = zRσ1 + B(φ) and C = φσ2 + C(φ). We again determine the remaining scalar based on
the in-plane strain of the surface to conclude B(φ) = φεφφ/(2R) and C(z) = zεzz/2. The corresponding deformation
field is written:

δX = − 1

2R
(2R2σ1z + φεφφ) sinφx̂+

1

2R
(2R2σ1z + φεφφ) cosφŷ +

1

2
(2σ2φ+ zεzz)ẑ. (45)
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Supplementary Figure 2. Illustration of the linear isometry compatibility conditions in the vicinity of a central vertex [C],
connecting to the right vertex [R], top vertex [T], left vertex [L], and bottom vertex [B]. These vertices share the top right face
[TR], top left face [TL], bottom left face [BL], and bottom right face [BR]. (A) The fold angle ϕ along the edge connecting
vertices B and C separated by faces BL and BR. (B) The torsion angle τ along the edge connecting vertices B and C. (C) The
four edges emanating from vertex C with unit vectors denoted r̂i and corresponding fold angles denoted ϕi for i = 1, 2, 3, 4.
(D) The four edges enclosing face BL with unit vectors denoted r̂i and corresponding torsion angles denoted τi for i = 1, 2, 3, 4.
Loops around edges that (E) have parallel pairs and (F) do not have parallel pairs. (G) The four edge loops used to construct
the vertex isometry condition.

SUPPLEMENTARY NOTE 3

This Appendix derives the compatibility conditions for linear isometries in trapezoid-based origami (TBO). First, the
angular velocity field is introduced as a representation of the isometries and its conditions for compatible deformations
are presented. Then the compatibility conditions imposed by the separate paths around a single vertex, a single face,
and a single edge are considered. Finally, the matrix that maps vertex amplitude degrees of freedom to vertex
compatibility constraints, for which the nullspace spans the linear isometries, is derived.

Angular velocity

Since linear isometries do not stretch the panels of the origami, they are spanned by local rotations of the elements
of the sheet. In the present work, we characterize these rotations via a vector called the angular velocity field ω, i.e.,
the generator of rotations of line segments on the sheet dX → ω × dX. However, the components of the angular
velocity field cannot be chosen arbitrarily. First, the net change in orientation around any closed path must vanish.
While this is trivially satisfied for any continuous and differentiable function, we explicitly impose this orientation
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compatibility condition to constrain the parameterization of the angular velocity over the piecewise discontinuous
crease pattern. Second, the net displacement around any closed path must also vanish, which ensures the individual
panels do not stretch. Together, the orientation and position compatibility conditions constrain the parameterization
of the angular velocity field so that the rotations are path independent:

∮
dω = 0, (46)∮

ω × ds = 0. (47)

Here, the line integrals are taken over an arbitrary path on the surface of the sheet, which generically crosses various
crease lines where the surface tangent vectors can exhibit discontinuities. In this way, the geometry of the crease
pattern constrain the linear isometries, and therefore the macroscopic response of the tessellation. It is important to
note that non-trivial isometries arise from spatially-varying angular velocity fields whereas constant angular velocity
fields generate rigid body rotations.

The angular velocity field is constrained by considering position compatibility in Eqn. (47) on a single polygonal
face. Let x1 and x2 denote the in-plane coordinates and let x3 denote the coordinate normal to the plane of the face,
then we have from Stoke’s theorem (where we use the Einstein summation convention):

0 =

∮
ω × dX =

∮
êiϵijkωjdXk

=

∫∫
êiϵlmk∂m(ϵijkωj)dAl

=

∫∫
êi(∂jωjdAi − ∂iωjdAj),

(48)

where ϵijk is the antisymmetric Levi-Civita symbol. By definition, dA is directed along the x3 component and
therefore dA1 = dA2 = 0 everywhere so that we are left with:

∂1ω1 + ∂2ω2 = 0, (49)

∂1ω3 = ∂2ω3 = 0. (50)

Thus, from Eqn. (50), the out-of-plane component of the angular velocity field is constant over the face. This has
the crucial implication that the gradient of the angular velocity field lies in the plane of the face, and therefore must
be directed along edges at the intersection of any two faces because this is the only direction that is in the plane
of both faces simultaneously. Hence, we parameterize gradients in the angular velocity field using scalars defined on
the edges of the crease pattern and evaluate the compatibility conditions by decomposing a generic path into paths
around vertices (Fig. 2C), faces (Fig. 2D), and edges (Figs. 2E-F). We introduce one scalar ϕ, called the fold angle, to
specify changes in the angular velocity between adjacent faces that share a vertex (Fig. 2A). Similarly, we introduce
a second scalar, τ , called the torsion angle, to specify changes in the angular velocity between adjacent vertices that
share a face (Fig. 2B). These two sets of scalars are defined discretely on the edges and are not required to be uniform,
i.e., the fold (torsion) angle is generically different on opposite vertices (faces) that share an edge. Physically, the fold
angle corresponds to changes in the local dihedral angle on the crease (Fig. 2A) and the torsion angle corresponds
to changes in the local orientation of the face (Fig. 2B). We show below that for linear isometries where the folding
angles are non-uniform along the crease, there must be non-zero torsion angles that bend the face. This separation
of the folding and bending degrees of freedom of the system enables us to distinguish rigid folding modes that do not
bend the faces from generic linear isometries that do.

Vertex compatibility

First, consider the path around a four-coordinated vertex shown in Fig. 2C, where we adopt the convention of locally
indexing the edges emanating from the vertex i = 1, 2, 3, 4 in counterclockwise order around the vertex starting from
the rightmost edge. Since the path encloses no area, position compatibility in Eqn. (47) is trivially satisfied. The
folding angle on crease i specifies the gradient in the angular velocity ϕir̂i (no summation) between adjacent faces of
the crease so that the orientation compatibility condition reads:
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∮
vertex

dω =
∑

ϕir̂i = 0. (51)

This equation imposes three independent constraints on the four fold angle degrees of freedom, so that there is a
one-dimensional solution. As shown in Ref. [3], this solution is obtained by projecting the cross product r̂j × r̂k onto
Eqn. (51), thereby eliminating the contributions from crease j and crease k from the equation. Repeating this for
each pair of creases reveals:

ϕi = (−1)iVζi, (52)

ζi ≡ (r̂i+1 × r̂i+2) · r̂i+3, (53)

where we introduce the vertex amplitude, V, to specify the magnitude of folding at the vertex relative to other vertices
in the sheet and we denote the triple products as the folding coefficients, ζi.

Face compatibility

Second, consider the path around a trapezoidal face shown in Fig. 2D, where we adopt the convention of locally
indexing the edges around the face i = 1, 2, 3, 4 in counterclockwise order around the vertex starting from the bottom
edge. Rather than integrating the displacements around the face, we equivalently consider position compatibility
by requiring that the relative displacement of opposite corners is the same along opposing paths. Since the face is
polygonal so that the edges lie in the same plane and the angular velocity gradients are strictly in plane by Eqn. (50),
orientation compatibility imposes two independent in-plane constraints whereas position compatibility imposes one
independent out-of-plane constraint. The torsion angle on crease i specifies the gradient in angular velocity τir̂i (no
summation) between adjacent vertices of the crease so that orientation and position compatibility read:

∮
face

dω =
∑

τir̂i = 0, (54)∮
face

ω × ds = τ1r̂1 × r2 − τ4r̂4 × r3 = 0. (55)

Similar to the condition for vertex compatibility, these equations impose three independent constraints on the four
torsion angle degrees of freedom, so that there is a one-dimensional solution. These face compatibility conditions
lead to the key distinction of the present work from that of Ref. [3] where the same formalism was applied to the
subset consisting of parallelogram-based origami. In that case, the four edges come in two pairs of anti-parallel lines
so that imposing identical torsions on opposing edges exactly satisfies orientation compatibility. In the present case
there is only one pair of anti-parallel lines, which we take as the odd-indexed edges directed along ±x̂1. However, the
x2-components of the even-indexed edges must be the same length |rx2

2 | = |rx2
4 | for the odd-indexed edges to be anti-

parallel, where the x3-components vanish for each edge in the polygonal face. Therefore, from position compatibility

we have τ4 = |r4|
|r3|τ1, after noting that |r3| = |rx1

3 |. Furthermore, the x̂2-component of orientation compatibility reveals

τ2 = |r2|
|r4|τ4 = |r2|

|r3|τ1, from which we use the x̂1-component to write τ3 = τ1(1 − |rx1
2 |

|r3| − |rx1
4 |

|r3| ). Finally, we obtain the

general solution to the combined Eqns. (54, 55) after noting that |r3| = |r1|+ |rx1
2 |+ |rx1

4 | when |r3| > |r1|:

τi =

{
(−1)iF|ri+2|, i odd

(−1)iF|ri|, i even
(56)

where we introduce the face amplitudes, F , to specify the magnitude of the torsion on the face relative to other faces
in the sheet. In this form, we see the simplification to the solution for parallelograms τi = (−1)i|ri| when |r1| = |r3|.

Edge compatibility

The edges couple the vertex amplitudes and the face amplitudes to their neighbors, which generate an angular
velocity on the path around the edge. Since this path encloses zero area and is entirely directed along a single line,
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position compatibility is trivially satisfied and orientation compatibility imposes one constraint. We consider a central
vertex (C) connected to the right (R), top (T), left (L), and bottom (B) vertices by edges which share the top right
(TR), top left (TL), bottom left (BL), and bottom right faces (BR). We maintain the local indexing of the edges
relative to a particular vertex or face, and consider paths along odd-indexed and even-indexed edges separately due to
the distinct solutions of the torsion angles. For the even-indexed edges (see Fig. 2F), orientation compatibility takes
the form:

ϕB2 + τBL
2 − ϕC4 − τBR

4 = 0,

ϕC2 + τTL
2 − ϕT4 − τTR

4 = 0.
(57)

Since the torsion angles on even-indexed edges have the same length coefficient, the difference in the face amplitudes
takes the form:

|rBL
2 |FBL − |rBL

4 |FBR = |rC4 |(FBL −FBR) = VBζB2 − VCζC4 ),

|rTL
2 |FTL − |rTR

4 |FTR = |rC2 |(FTL −FTR) = VCζC2 − VT ζT4
(58)

which is equivalent to the form taken for edge in a parallelogram-based origami crease pattern. For the odd-indexed
edges (see Fig. 2E), orientation compatibility takes the form:

ϕL1 + τTL
2 − ϕC3 − τBL

3 = 0,

ϕC1 + τTR
2 − ϕR3 − τTL

3 = 0.
(59)

Since the torsion angles on odd-indexed edges have different length coefficients, the difference in the face amplitudes
cannot be reduced the way it can for even-indexed edges:

|rTL
1 |FTL − |rBL

3 |FBL = VLζL1 − VCζC3 ,

|rTR
1 |FTR − |rBR

3 |FBR = VCζC1 − VRζR3 .
(60)

In principle, the even-indexed and odd-indexed edge compatibility conditions provide a complete characterization of
the amplitudes that generate linear isometries in trapezoid-based origami. For a tessellation with periodic boundary
conditions, the Euler characteristic vanishes because the number of edges is equal to the number of faces plus the
number of vertices. Therefore, the compatibility conditions define a square compatibility matrix mapping from the
space of face and vertex amplitudes to the space of edge constraints. While square matrices do not generically possess
a non-trivial nullspace, the analysis of Ref. [2] showed there is generically one folding mode per rigid body mode
compatible with the periodic boundary conditions for triangulated origami tessellations. The face amplitudes in the
present work introduce degrees of freedom equivalent to the folding angles on virtual creases that triangulate the
trapezoids, but without requiring a specification of the way the face bends. However, in the absence of the face
amplitudes, the compatibility matrix for the isometries is generically over-constrained and rigid folding modes cannot
exist without the presence of some degeneracy that makes the edge compatibility conditions redundant.

Vertex Isometry Condition

We gain more insight into the character of these linear isometries by summing the constraints on the four edges
emanating from the central vertex in Eqns. (58, 60). For the case of parallelograms, where the vertical and horizontal
edges constrain the amplitudes equivalently, these four compatibility equations can be added to eliminate the face
amplitudes altogether, as shown in Ref. [3], thereby yielding a map from vertex amplitudes to vertex constraints.
In the present case, the sum does not generically eliminate the face amplitudes because the lengths entering the
horizontal are different on the top and bottom faces. However, if we consider crease patterns where the lengths of
the parallel edges entering the odd-indexed edge constraints are equal, |rTL

1 = |rBL
3 | and |rTL

1 | = |rBL
3 |, then the sum

eliminates the face amplitudes altogether yielding the linear isometry vertex condition at the central vertex:

VC
( ζC1
|rBR

1 |
+

ζC2
|rC2 |

+
ζC3

|rBL
1 |

+
ζC4
|rC4 |

)
− VR ζR3

|rBL
1 |

− VB ζB2
|rC4 |

− VL ζL1
|rBL

1 |
− VT ζT4

|rC2 |
= 0 (61)
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Since Eqn. (61) is for a generic vertex, the linear isometries must satisfy this condition at every vertex simultaneously.
Thus, each vertex provides one degree of freedom and one constraint so that the linear isometries span the nullspace
of a linear compatibility matrix. Furthermore, elements of this nullspace generically map to nonzero face amplitudes
as determined via the edge compatibility conditions in Eqns. (58, 60).

For this subfamily of crease patterns, we generalize the conclusions from the special case of parallelogram-based
origami. We find the same linear isometry with uniform face amplitudes and zero vertex amplitudes. While
parallelogram-based crease patterns exhibit two additional linear isometries because of their three translational sym-
metries, trapezoid-based crease patterns are generically screw-periodic with one translational and one rotational
symmetry [1, 2]. Thus, the compatibility matrix constructed from the isometry condition in Eqn. (61) should exhibit
a one-dimensional nullspace. While we cannot provide further characterization of the form of this isometry without
specification of the crease pattern, we can identify a sufficient, but not necessary, condition for rigid folding modes.
When the folding coefficients are uniform along all of the creases so that, e.g., ζC1 = ζR3 in Eqn. (61), this second linear
isometry is a rigid folding mode with V = 1 on all of the vertices. A more thorough characterization of the conditions
for rigid folding are beyond the scope of the present work.
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p
q

s αi' α'

α'
ψ

γ

γ

αi'
αi

αi

d

a b

c

α
δ

α

ψ''

(A) (B) (C)
+ζα /qα

+χ/p
-χ/s

Supplementary Figure 3. Arc-Miura. (A) The real-space geometry of the primitive unit cell with edge lengths p, q, and
s = p− 2q cosα; and sector angles α and α′ ≡ π − α. (B) The spherical geometry of a vertex in panel A with sector angles α
and α′′ functioning as sides of a spherical quadrilateral diagonalized by side δ. The interior angles are given by the dihedral
angles γ, ψ, and ψ′′ ≡ 2π − ψ. (C) The compatibility diagram for the primitive cell shown in panel A with folding coefficients
ζ and χ; the edges couple vertex amplitudes V distinguished by the superscript.

SUPPLEMENTARY NOTE 4

In the following, we determine the relationship between the dihedral angles via spherical trigonometry and use
arctan(x, y) to denote the two-point arc tangent function that determines the angle on the unit circle corresponding
to the direction of the vector (x, y) in the xy-plane. We focus on four types of developable origami crease patterns
and construct their corresponding compatibility diagrams. Our method extends to non-developable crease patterns
directly. We use different colors to indicate couplings with different folding coefficients, which change as the configu-
ration rigidly folds. In contrast, we use dashing and thickness to indicate couplings with the same folding coefficient
but are proportional to one another due to a change in sign or a different edge length.

Muira-derivative

The Arc-Miura is a periodic tessellation with four vertices in the primitive cell. Four faces meet at each vertex, two
of which subtend a sector angle α and the remaining two of which subtend the supplemental sector angle α′ ≡ π−α.
We write the dihedral angle of the crease between corners with sector angles α and α′ as γ. The dihedral angles on the

remaining two edges are complementary, which we determine via spherical trigonometry as ψ = 2arctan
(
− cotα(1+

cos δ)/ sin δ, sinα sin γ/ sin δ
)

and denote the complement as ψ′′ ≡ 2π − θ where δ = arccos(cos2 α + sin2 α cos γ).

There are three edge lengths in the primitive cell, which we write p, q, and s ≡ p−2q cosα. We denote the two folding
coefficients as ζ ≡ sin2 α sin γ and χ ≡ sin2 α sinψ.

Extended Arc-Miura

The extended Arc-Miura expands upon the Arc-Miura by doubling the size of the primitive cell as shown in
Supplementary Figures 4A. In addition to the sector angles α and α′, this pattern also has sector angles β and
β′ ≡ 2π−β. Consequently, there are three types of vertices as shown in Supplementary Figures 4B-D. We denote the

dihedral angles as γα, γβ , ψα = 2arctan
(
− cotα(1 + cos δ)/ sin δ, sinα sin γα/ sin δ

)
and ψβ = 2arctan

(
− cotβ(1 +

cos δ)/ sin δ, sinβ sin γβ/ sin δ
)
, and ψ ≡ arctan

(
− cotα(1 + cos δ)/ sin δ, sinα sin γα/ sin δ

)
+ arctan

(
− cotβ(1 +

cos δ)/ sin δ, sinβ sin γβ/ sin δ
)
, where cos δ = − cos2 α+cos2 α cos γα = − cos2 β+cos2 β cos γβ . We denote the folding

coefficients ζα ≡ sin2 α sin γα, ζβ ≡ sin2 β sin γβ , χα ≡ sin2 α sinψα, χβ ≡ sin2 β sinψβ , and χ ≡ sinα sinβ sinψ. We
represent the compatibility diagram in Supplementary Figure 4E.

Archimedean spiral

The Archimedean spiral generalizes the Arc-Miura by grading the crease pattern so that the sector angles and edge
lengths in successive columns vary as indicated by the section of the strip shown in Supplementary Figure 5. Each
column of the strip has its own sector angle αi while one edge is always of length p. The remaining edges have lengths
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+χβ /s
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β'
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g

b

f

d
c

h

Supplementary Figure 4. Extended Arc-Miura. (A) The real-space geometry of the primitive unit cell with edge lengths p, qα,
qβ , and s = p− 2qα cosα = p− 2qβ cosβ; and sector angles α, α′ ≡ π − α, β, and β′ ≡ π − β. (B-D) The spherical geometry
of vertices in panel A with the appropriate sector angles functioning as sides of a spherical quadrilateral diagonalized by side
δ. The interior angles are given by the dihedral angles γα, γβ , ψα, ψ

′′
α ≡ 2π − ψα, ψβ , ψ

′′
β ≡ 2π − ψβ , ψ, and ψ

′′ ≡ 2π − ψ.
(E) The compatibility diagram for the primitive cell shown in panel A with folding coefficients ζα, ζβ , and χα, χβ , and χ; the
edges couple vertex amplitudes V distinguished by the superscript.

+ζi /qi -χi /p -χi+1 /p

αi'

αi'

αi

δi

αi
γi

γi

ψ''ψ

p p

αi' αi+1'
αi+1' αi+1

αi+1

αi'
αi

αi

ti

qi qi

ti+1

qi+1 qi+1

+χi /si +χi+1 /si+1

+χi+1 /ti+1

+ζi+1 /qi+1

+χi /ti +χi+1 /ti+χi /ti-1

(A) (C)(B)

Supplementary Figure 5. Archimedean spiral TBO. (A) A section of the primitive cell with sector angles αi and α
′
i ≡ 2π − αi

and edge lengths p, qi, si = p− 2qi cosαi, and ti = p− qi cosαi − qi+1 cosαi+1 where i labels the column of the strip. (B) The
spherical geometry for the vertices in panel A with the appropriate sector angles functioning as sides of a spherical quadrilateral
diagonalized by side δ. The interior angles are given by the dihedral angles γi and ψ

qi satisfying qi+1 sinαi+1 = qi sinαi, si = p− 2qi cosαi, and ti = p− qi cosαi − qi+1 cosαi+1. The dihedral angles are

computed from the spherical polygon shown in Supplementary Figure 5B as ψi = 2arctan
(

cotαi(1+δi)
sin δi

, sinαi sin γi

sin δi

)
where cos δi = − cos2 αi + sin2 αi cos γi and ψi+1 = ψi due to the connectivity of the vertices. We write the two sets
of folding coefficients ζi ≡ sin2 αi sin γi and χi ≡ sin2 αi sinψ. We illustrate the compatibility diagram for a strip of
this pattern in Supplementary Figure 5C. An extension of the strip would continue the pattern with the horizontal
edges increasing in thickness to the right and decreasing in thickness to the left, and the the vertical edges changing
in color.

Lemniscate of Bernoulli

The Lemniscate of Bernoulli generalizes the Archimedean spiral by introducing a parallelogram-interface that
changes the curvature of the pattern as shown in Supplementary Figure 6A. As in the Archimedean spiral, every
column of the strip has an edge with length p and the sector angles are denoted αi where i labels the column. The
remaining edge lengths are qi satisfying qi+1 = sinαi

sinαi+1
qi, si ≡ p−2qi cosαi, and ti ≡ p− qi cosαi− qi+1 cosαi+1. The
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+ζi /qi

-χi /p
+χi /si+χi /p +χi /ti

-χi /ti-χi /si

αi'

αi'

αi

δi

αi
γi

γi

ψ''ψ

p pp

αi' αi'

αi' αi'
αi αi
αi αi

si

siti

qiqi qi qi

ti

qi+1 qi+1

(A) (C)(B)

-χi /p
+χi /p

Supplementary Figure 6. Lemniscate of Bernoulli TBO. (A) The section of the crease pattern exhibiting a parallelogram
interface where the sector angles are labeled αi and α

′
i ≡ π−αi and the edge lengths are labeled p, p̄, qi, si = p−2qi cosαi, and

ti ≡ p− qi cosαi − qi+1 cosαi+1 where the column index i increases both to the right and to the left of the interface. (B) The
spherical geometry of a vertex in panel A with sector angles αi and αi divided by the angle δi with dihedral angles γi and ψ.
(C) The compatibility diagram for the section of the crease pattern shown in panel A with folding coefficients ζi ≡ sin2 αi sin γi,
χi ≡ sin2 αi sinψ.

length of the edges at the parallelogram interface are p̄. The dihedral angles are computed from the spherical polygon

shown in Supplementary Figure 6B as ψi = 2arctan
(

cotαi(1+δi)
sin δi

, sinαi sin γi

sin δi

)
where cos δi = − cos2 αi + sin2 αi cos γi

and ψi+1 = ψi due to the connectivity of the vertices. We write two sets of folding coefficients ζi ≡ sin2 αi sin γi
and χi ≡ sin2 α sinψ. We change from light coloring on the left of the interface to dark coloring on the right of the
interface to indicate a change in sign of the coupling coefficients.
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a

d
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r₁

r₂

r₃r₄ r₈ r₇

r₅
r₆

c

(A)

(B)

Supplementary Figure 7. (A) Illustration of the paths between adjacent cells along the first (black arrows) and second (blue
arrows) lattice directions. The change in the lattice angular velocity along these paths are given by the sum of the appropriate
torsion angles and fold angles multiplied by their respective edge directions. (B) Notation for calculation of the changes in the
lattice vectors and the lattice angular velocities.

SUPPLEMENTARY NOTE 5

This appendix explicitly computes the coarse-grained fundamental forms for the Arc-Morph. First, we compute
the fundamental forms for the ground state. Second, we compute the fundamental forms for the linear isometry that
generates the rigid configuration manifold using our amplitude framework. We compare the result to the expansion of
the ground state in small changes to the dihedral angle γ. Third, we compute the fundamental forms for the nonrigid
isometry.

Ground States

In what follows, we use the eight edges labeled in Supplementary Figure 7B

r1 = (p, 0, 0), r5 = (−sβ cos δ, sβ sin δ, 0),

r2 = (q cosα, q sinα cos
θ

2
, sinα sin

θ

2
), r6 = (−q cosα, q sinα cos

θ

2
, sinα sin

θ

2
),

r3 = (sα, 0, 0), r7 = (−p cos δ, p sin δ, 0),

r4 = (−q cosα,−q sinα cos
θ

2
, sinα sin

θ

2
), r8 = (q cosα,−q sinα cos

θ

2
, sinα sin

θ

2
),

and the lattice rotation angle

η = 2(π − δ) (62)

to characterize the ground state and deformations along the rigid folding mechanism, where S is a rotation about the
ẑ-axis by η. From Methods, Arc-Morph of the main text:
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θ = 2arctan
(cosβ − cosα cos δ

sinα sin δ
,
sinβ sin γ

sin δ

)
,

ψ = 2arctan
(cosα− cosβ cos δ

sinβ sin δ
,
sinα sin γ

sin δ

)
,

δ ≡ arccos(cosα cosβ + sinα sinβ cos γ).

(63)

According to our averaging procedure, we compute:

ℓ̄1 ≡ 1

4

(
(r1 + r5) + (r5 + Sr1) + (r3 + r7) + (r7 + Sr3)

= 2R sin
η

2
(cosφx̂+ sinφŷ),

(64)

ℓ̄2 ≡ 1

4

(
(r2 + r4) + (r4 + r2) + (r6 + r8) + (r8 + r6)

= hẑ,
(65)

where the radius R and height h take the form:

R ≡
√

ℓ̄1 · ℓ̄1
2 sin η

2

=
1

4

(
p+ sβ + (p+ sα) cos

η

2

)
csc

η

2
(66)

h ≡ |ℓ̄2| = 2q sinα sin
θ

2
. (67)

We then average over the forwards and backwards directions to obtain the tangent vectors in the cell coordinates:

t1 ≡ 1

2

(
1+ S−1

1

)
ℓ̄1 = R sin ηx̂, (68)

t2 ≡ ℓ̄2 = hẑ. (69)

We infer from these equations that the Jacobian has components Jφ1 = csc η and Jz2 = h−1 and

tφ ≡ Jφ1t1 = Rx̂, (70)

tz ≡ Jz2t2 = ẑ, (71)

n̂ ≡ tφ × tz
|tφ × tz|

= −ŷ. (72)

The fundamental forms and the shape operator then yield the expected quantities:

I =

(
R2 0
0 1

)
, (73)

II =

(
−R 0
0 0

)
, (74)

S =

(
−R−1 0

0 0

)
. (75)

This concludes the characterization of the ground state.

Rigid Isometry

The rigid isometry is represented by the vertex amplitudes Va = Vb = Vc = Vd = 1 and the face amplitudes
FA = FB = FC = FD = 0. The folding coefficients are:
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ζ ≡
(
(−S−1r̂5)× (−r̂4)

)
· r̂1 = sinα sinβ sin γ, (76)

ξ ≡
(
r̂2 × (−S−1r̂5)

)
· (−r̂4) = sin2 β sinψ, (77)

χ ≡
(
− r̂4 × r̂1

)
· r̂2 = sin2 α sin θ. (78)

Since all of the vertex amplitudes are unity, we write the changes in the dihedral angles on the edges labeled in
Supplementary Figure 7(B):

ϕ1 = −ξ, ϕ2 = ζ, ϕ3 = +ξ, ϕ4 = ζ, ϕ5 = −χ, ϕ6 = γ, ϕ7 = +χ, ϕ8 = γ. (79)

Next, we need to compute the lattice displacement and the lattice angular velocity in each frame. We show the
frame with origin on vertex a oriented according to face A in Supplementary Figure 7(A). The black path indicates
the segments used to compute ∆1 and Ω1 whereas the blue paths indicates the segments used to compute ∆2 and
Ω2. For the rigid mode, all of the torsions are zero so the equations are explicitly written:

∆1 = −ϕb2r̂6 × r5, (80)

∆2 = +ϕd1r̂3 × r4, (81)

Ω1 = −ϕb2r̂6 − ϕa2Sr̂2, (82)

Ω2 = +ϕd1r̂3 + ϕa1 r̂1. (83)

Calculations for the sixteen other cell and orientation combinations follow mutatis mutandis, and we skip to show
specific results. For the four orientations with origin at vertex a, we have:

Ω1(a,A) = 2ζ cos
ψ

2
sinβ

(
sin

η

2
x̂− cos

η

2
ŷ
)
− 2ζ sinα sin

θ

2
ẑ, (84)

Ω1(a,B) = −2ζ sinα
(
cos

θ

2
ŷ + sin 2θẑ

)
, (85)

Ω1(a, C) = −2ζ sinα
(
cos

θ

2
ŷ − sin

θ

2
ẑ
)
, (86)

Ω1(a,D) = 2ζ cos
ψ

2
sinβ

(
cos

η

2
ŷ − sin

η

2
x̂
)
− 2ζ sinα sin

θ

2
ẑ, (87)

Ω2(a,A) = 0, (88)

Ω2(a,B) = 0, (89)

Ω2(a, C) = 0, (90)

Ω2(a,D) = 0, (91)

∆1(a,A) = sβζ
(
ζx̂− ζ cot

η

2
ŷ + sinβ cos

ψ

2

)
, (92)

∆1(a,B) = 2ζ
(
sβζx̂−

(
sβζ cot

η

2
− pζ

2
csc

η

2

)
ŷ +

1

2
(p+ 2sβ cos

η

2
) sinα cos

θ

2
ẑ
)

(93)

∆1(a, C) = 2ζ
(
sβζx̂−

(
sβζ cot

η

2
− pζ

2
csc

η

2

)
ŷ − 1

2
(p+ 2sβ cos

η

2
) sinα cos

θ

2
ẑ
)

(94)

∆1(a,D) = sβζ
(
ζx̂− ζ cot

η

2
ŷ + sinβ cos

ψ

2

)
, (95)
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∆2(a,A) = qξ sinα cos
θ

2
ẑ, (96)

∆2(a,B) = qξ sinα cos
θ

2
ẑ, (97)

∆2(a, C) = qξ sinα cos
θ

2
ẑ, (98)

∆2(a,D) = qξ sinα cos
θ

2
ẑ, (99)

Averaging over each of the four faces yields:

Ω1(a) = −2ζ2 csc
η

2
, (100)

Ω2(a) = 0, (101)

∆1(a) =
ζ2

2

(
3sβ x̂−

(
p+ 3sβ cos

η

2

)
csc

η

2
ŷ
)
, (102)

∆2(a) = qξ sinα cos
θ

2
ẑ. (103)

We find Ω̄1, Ω̄2, and ∆̄2 average to the same value at each vertex, while ∆̄1 averages to cancel the components
orthogonal to ℓ̄1:

Ω̄1 = −2ζ2 csc
η

2
, (104)

Ω̄2 = 0, (105)

∆̄1 =
ζ2

4

(
2(p+ sβ) + 3(p+ sα) cos

η

2
x̂− 1

2

(
4(p+ sβ) cos

η

2
+ (p+ sα)(1 + 3 cos η)

)
csc

η

2
ŷ
)
, (106)

∆̄2 = qξ sinα cos
θ

2
ẑ. (107)

This enables computation of the changes in the fundamental forms via construction of the tangent vectors, from which
we deduce:

εφφ ≡ δIφφ =
ζ2

4
R
(
2(p+ sβ) + 3(p+ sα) cos

η

2

)
csc η, (108)

εzz ≡ δIzz = ξ cot
θ

2
, (109)

δR ≡ δIIφφ +
1

R
δIφφ =

ζ2

16

(
4(p+ sβ) cos

η

2
+ (p+ sα)(3 + cos η)

)
csc3

η

2
(110)

These results are self-consistent in that δδRSφφR
2 = δIIφφ+δIφφ/R. However, this result for δR does not agree with

the expansion of R about small changes to γ:

δR ≡ ∂R

∂η

∂η

∂γ
δγ =

ζ2

4

(
p+ sα + (p+ sβ) cos

η

2

)
csc3

η

2
. (111)

Upon further inspection, we find that computing the ground state and the deformed state from any single radius
always yields consistent results for the change in the radius. Furthermore, averaging vertices a and d (or, alternatively
vertices b and c) also yields consistent results for the change in the vertices. The discrepancy only arises when
averaging, e.g., vertices a and b. We find our coarse-graining procedure requires these vertices to be directly summed
over rather than averaged to yield consistent results, but we cannot provide an explanation within out theory. The
only change from above is ∆̄1 → 2∆̄1 from which we have:
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εφφ ≡ δIφφ = ζ2R
(
p+ sβ + 2(p+ sα) cos

η

2

)
csc η, (112)

εzz ≡ δIzz = ξ cot
θ

2
, (113)

δR ≡ δIIφφ +
1

R
δIφφ =

ζ2

4

(
p+ sα + (p+ sβ) cos

η

2

)
csc3

η

2
. (114)

Nonrigid Isometry

The rigid isometry is represented by the vertex amplitudes Va = Vb = Vc = Vd = 0 and the face amplitudes
FA = FB = FC = FD = 1. Since all of the face amplitudes are unity, we write the torsion angles on the edges labeled
in Supplementary Figure 7(B):

τ1 = −sα, τ2 = q, τ3 = −p, τ4 = q, τ5 = −p, τ6 = q, τ7 = −sβ , τ8 = q. (115)

Next, we need to compute the lattice displacement and the lattice angular velocity in each frame along the different
paths discussed above for the rigid isometry. For the nonrigid mode, all of the folds are zero so the equations for the
paths illustrated in Supplementary Figure 7(A) are explicitly written:

∆1 = τ1r̂1 × r5, (116)

∆2 = +τ2r̂2 × r4, (117)

Ω1 = τ1r̂1 + τ5Sr̂2, (118)

Ω2 = +τ2r̂2 + τ4r̂4. (119)

For this mode, all four orientations at a single vertex yield the same results so we provide the results for four separate
vertices:

Ω1(a) = −sαx̂− p
(
cos

η

2
x̂+ sin

η

2
ŷ
)
, (120)

Ω2(b) = −p
(
cos

η

2
x̂+ sin

η

2
ŷ
)
− sα

(
cos ηx̂+ sin ηŷ

)
, (121)

Ω2(c) = −sβ
(
cos

η

2
x̂+ sin

η

2
ŷ
)
− p

(
cos ηx̂+ sin ηŷ

)
, (122)

Ω2(d) = −px̂− sβ
(
cos

η

2
x̂+ sin

η

2
ŷ
)
, (123)

Ω2(a) = hẑ, (124)

Ω2(b) = hẑ, (125)

Ω2(c) = hẑ, (126)

Ω2(d) = hẑ, (127)

∆1(a) = −sαsβ sin
η

2
ẑ, (128)

∆1(b) = −p2 sin η
2
ẑ, (129)

∆1(c) = p2
(
cos η sin

η

2
− cos

η

2
sin η

)
, (130)

∆1(d) = sαsβ
(
cos η sin

η

2
− cos

η

2
sin η

)
, (131)
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∆2(a) = qh
(
sinα cos

θ

2
x̂− cosαŷ

)
, (132)

∆2(b) = qh
(
sinα cos

θ

2
x̂+ cosαŷ

)
, (133)

∆2(c) = −qh
(
sinα cos

θ

2
x̂+ cosαŷ

)
, (134)

∆2(d) = −qh
(
sinα cos

θ

2
x̂− cosαŷ

)
. (135)

We average over the four vertices and find

Ω̄1 = −2R sin
η

2

(
cos

η

2
x̂+ sin

η

2
ŷ
)
, (136)

Ω̄2 = hẑ, (137)

∆̄1 = −1

2
(p2 + sαsβ) sin

η

2
ẑ, (138)

∆̄2 = 0. (139)

This enables computation of the changes in the fundamental forms via construction of the tangent vectors, from which
we deduce:

εφφ ≡ δIφφ = 0, (140)

εzz ≡ δIzz = 0, (141)

σ1 ≡ SzφR = 1, (142)

σ2 ≡ −SφzR = −R2 − 1

4
(p2 + sαsβ) tan

η

2
csc

η

2
. (143)

These results are self-consistent in that δIIzφ = −σ1R and δIzφ = R2σ1 + σ2.
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Supplementary Figure 8. Bloch-periodic linear isometries for Arc-Morph with (A) γ = 2.9, (B) γ = 2.6, and (C) γ = 2.4.

SUPPLEMENTARY NOTE 6

This appendix shows how to use our amplitude representation for Bloch-periodic modes as previously implemented
for the truss representation in Refs. [4, 5]. The idea is to allow the vertex and face amplitudes to vary between cells
according to the phase eiq·n, for wavevector q = (q1, q2) and cell n = (n1, n2). The derivative of Eqn. (61) remains
exactly the same, but the construction of the compatibility matrix requires inclusion of these Bloch factors.

Consider, for example, the Arc-Morph geometry. Vertex a connects to vertex b once in the same cell n = (0, 0) and
once in the previous cell n = (−1, 0), then to vertex d once in the same cell n = (0, 0) and once in the previous cell
n = (0,−1). Therefore, evaluation of the loop condition on the edges emanating from vertex a includes a factor of
e−iqx on the coupling coefficient χ/p from vertex b in cell (−1, 0) and a factor of e−iqz on the coupling coefficient ζ/q
from vertex d in cell (0,−1). These factors only appear in the columns that map the b vertex and d vertex amplitudes
to the a vertex constraint, which takes the form:

Va
(
2
ζ

q
+

ξ

sα
+
χ

p

)
− Vb

( ξ
sα

+
χ

p
e−iqx

)
− Vd ζ

q
(1 + e−iqz ) = 0. (144)

Note there is no coupling to vertex c since it does not connect to vertex a in the compatibility diagram. Repeating
this for the remaining three vertices yields the complete compatibility matrix:

C(qx, qz) =


2 ζ
q + ξ

sα
+ χ

p − ξ
sα

− χ
p e

−iqx 0 − ζ
q (1 + e−iqz )

− ξ
sα

− χ
p e

iqx 2 ζ
q + ξ

sα
+ χ

p − ζ
q (1 + e−iqz ) 0

0 − ζ
q (1 + eiqz ) 2 ζ

q − ξ
p − χ

sβ

ξ
p + χ

sβ
eiqx

− ζ
q (1 + eiqz ) 0 ξ

p + χ
sβ
e−iqx 2 ζ

q − ξ
p − χ

sβ

 . (145)

Since Eqn. (145) is a four-by-four matrix, we can represent it algebraically using the Kronecker product (⊗) of the
three two-by-two Pauli matrices:

σx =

(
0 1
1 0

)
, σy =

(
0 −i
+i 0

)
, σz =

(
1 0
0 −1

)
, (146)

and the identity matrix, denoted σ0, as:
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C =
1

2

(
4
ζ

q
+

ξ

sα
− χ

sβ
+
χ− ξ

p

)
σ0 ⊗ σ0 +

sα(p− sβ)χ cos qx − sβ(p− sα)ξ

2psαsβ
σ0 ⊗ σx

− (p+ sβ)χ sin qx
2psβ

σ0 ⊗ σy −
ζ(1 + cos qz)

q
σy ⊗ σy −

ζ sin qz
q

σy ⊗ σx

+
1

2

( ξ

sα
+

χ

sβ
+
ξ + χ

p

)
σz ⊗ σ0 −

sα(p+ sβ)χ cos qx + sβ(p+ sα)ξ

2psαsβ
σz ⊗ σx

+
(p− sβ)χ sin qx

2psβ
σz ⊗ σy

. (147)

This simplifies for the homogeneous modes q = (0, 0) considered in the main text:

C(0, 0) =
1

2

(
4
ζ

q
+

ξ

sα
− χ

sβ
+
χ− ξ

p

)
σ0 ⊗ σ0 +

1

2

( χ
sβ

− ξ

sα
+
ξ − χ

p

)
σ0 ⊗ σx

− 2
ζ

q
σx ⊗ σx +

( χ
sβ

+
ξ

sα
+
ξ + χ

p

)
σz ⊗ σ0 −

sα(p+ sβ)χ+ sβ(p+ sα)ξ

2psαsβ
σz ⊗ σx

. (148)

The significance of the Bloch-periodic compatibility matrix in Eqn. (145) is that its nullspace still spans linear
isometries. The difference from the homogeneous modes considered in the main text is that the amplitudes corre-
sponding to such a linear isometry are wavevector dependent, so the nullspace must be determined as a function of
q. While it is straightforward to do this point-by-point, it is more easy to illustrate the presence of finite wavevector
linear isometries by considering the dynamical matrix D(q) ≡ C(q)†C(q), where superscript † indicates the conjugate
transpose, whose determinant is real-valued and strictly positive (the determinant of C is also real due to the hidden
symmetry discussed in Ref. [2], but changes sign over the Brillouin zone). In Supplementary Figure 8, we show density
plots of detD over the two-dimensional Brillouin zone (0 ≤ qx,y ≤ π) scaled logarithmically to highlight lines along
which the determinant vanishes, thereby indicating Bloch-periodic linear isometries. We show three distinct config-
urations of the same crease patterns in panels (A-C) to indicate that the structure of these zero lines is dependent
on the configuration. Supplementary Figure 8(A) is near the collapsed state, Supplementary Figure 8(C) is near the
closed state, and Supplementary Figure 8(B) is at the transition state ψ = π where the mountain/valley assignment
switches. We identify this transition state as an important feature of the Arc-Morph where the linear isometries are
only allowed to vary in the direction orthogonal to the rotation axis.
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